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Abstract. Relation extraction models trained on scarce datasets often
exhibit poor performance. The majority of datasets for relation extrac-
tion suffer from scarcity, resulting in decreased overall model perfor-
mance—especially for infrequently encountered relations during training.
To alleviate this problem, we present a methodology for augmenting data
using large language models by applying in-context learning for relation
extraction tasks. Our results reveal that data augmented using different
language models can yield distinct effects on relation extraction tasks.
Additionally, we compared the performance of the augmented data with
other state-of-the-art approaches for data augmentation and conducted
a comprehensive analysis of the results. Our findings demonstrate that
large language models can produce significantly improved augmented
data without the need for fine-tuning, to be utilized in enhancing rela-
tion extraction models.

Keywords: Relation extraction · Large language models · Generative
AI · In-Context learning · Data augmentation · Prompts

1 Introduction

Relation extraction is a fundamental task within Natural Language Processing
(NLP) that finds extensive application across various domains. Its utility extends
to information extraction [12], knowledge graph construction and completion
[18], question answering [24], and a multitude of other language understanding
tasks. Predicting the semantic relationship between named entities in a passage
of natural language text, while taking into consideration the context where the
entities appear, is the primary objective of relation extraction. For example,
The company Apple Inc. is headquartered in Cupertino, California. Where two
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entities are ”Apple Inc.” and ”Cupertino, California” while the semantic relation
is headquarter.

Over the past two decades, the field of relation extraction has seen the adop-
tion of various methodologies, each with its own merits and limitations. Among
these approaches, supervised methods have consistently demonstrated superior
performance [13,2]. However, they come with a significant caveat, as these mod-
els rely heavily on the availability of high-quality labeled training data. Acquir-
ing such data is often not only difficult, but also prohibitively expensive [13]. A
common challenge encountered in relation extraction is the scarcity of relevant
datasets [1]. Many existing datasets used for relation extraction suffer from a
shortage of labeled examples, which in turn adversely impacts the overall per-
formance of models. This scarcity is especially detrimental when it comes to
relations that are seldom encountered in the training data [11].

To address this issue, data augmentation has emerged as a valuable strategy,
not only in the broader realm of machine learning but also specifically within
relation extraction. Various data augmentation techniques have been devised,
falling into two general categories [4]:
Feature-Based approaches: These methods aim to artificially enhance dataset
size by introducing modifications to the linguistic features of the text [10]. Such
modifications might involve altering synonyms, adding or removing adjectives,
reordering words, or incorporating semantically related terms. However, a pri-
mary limitation of these approaches is that they do not generate entirely new
sentences; instead, they only augment the existing data, which may not be as
effective as other methods.
Language Models based approaches: Another class of approaches involves
fine-tuning existing language models to augment the data [9]. While this ap-
proach holds promise, it often falls short of task-specific augmentation.

In recent developments, there has been a paradigm shift toward harnessing
the generative capabilities of large language models. These models, with their
extensive knowledge of language, are being employed to produce augmented
data. This research addresses the challenge of data scarcity in relation extrac-
tion by introducing an approach to data augmentation that leverages the power
of large language models through an in-context learning mechanism to generate
augmented data for relation extraction, to improve model performance in sce-
narios marked by data scarcity and reduce the reliance on high-quality labeled
examples.

2 Related Work

Edit-Based Methods apply rule-based changes to original utterances, creating
new variations in the data introduced by [22]. Backtranslation Approaches [17]
rely on translating examples from one language to another and back again. This
technique leverages multilingual data to augment the training set. Fine-Tuned
Language Models such as GPT-2 is used to generate augmented data directly
from pre-existing models [8]. This approach has become a cornerstone in data
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augmentation for NLP tasks. Prompt-based Approaches, such as GPT3Mix by
[23], utilize prompts containing lists of possible classes to generate augmented ex-
amples and labels. However, challenges may arise when scaling such approaches
to set up their approach for multi-class modelling. In the realm of data augmenta-
tion, the work of [16] which involves the filtration of unfaithful GPT-generated
content, finds alignment with the study by [21]. They introduced a paradigm
utilizing GPT-3 for data labeling. In contrast, [16] leveraged GPT-3 not to pro-
pose labels for unlabeled samples but to scrutinize and dismiss mislabeled data,
specifically within the domain of intent classification.
Data augmentation for RE: Apart from rule-based augmentation techniques,
there are some distant supervision-based approaches [25] for relation extraction,
which often result in noisy sentences. To the best of our knowledge, there are no
augmentation techniques available that utilize open-source LLMs for Relation
Extraction (RE) tasks. Wadhwa et al. [20] revisited this area by augmenting
labels using the CoT approach on GPT-3, demonstrating overall performance
improvement in T5-based fine-tuning. However, they did not compare their label-
based augmentation with other augmentation methodologies, nor did they gen-
erate new sentences. Josifoski et al. [7] exploited GPT-3.5 to generate indepen-
dent synthetic data for information extraction pipelines, showcasing improved
performance compared to labeled data. However, they did not conduct a com-
parison between the outputs of different LLMs, particularly those available as
open source models. Our method follows the In-context learning approach with
more emphasis on understanding sentence complexity.

3 Methodology

Figure 1 presents a comprehensive overview of our methodology employed for
data augmentation in relation extraction tasks. Our approach utilizes single-shot
in-context learning techniques to augment the data from the original datasets.

1. Prompt Construction: We recognize that for RE tasks, it is not required
that the data should consist of factually true sentences and may sometimes
involve hallucinated content. Therefore, rather than employing a chain of
thought approach, we opt for a single-shot method. We construct instruc-
tion and combine them with sentences from the original datasets to form
prompts.The relation extraction task requires sentences that contain the
same type of entities and the similar relation between entities. Therefore,
we cannot directly use semantic similarity. For example, the following two
sentences:
The teacher graded papers; the chef cooked meals.
The doctor examined patients; the architect designed buildings.
are semantically close but do not contain the same relations. Therefore, we
need to employ in-context learning to provide further information about
the entities types and the relation between the entities. We also offer an
instruction-based prompt, wherein we delineate the task and maintain the
number of sentences as a variable.
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Fig. 1: Overview our methodology, from prompt building to output

2. Context: As a context, we provide a sentence from the original dataset to
generate augmented data that aligns closely with the training dataset’s con-
text. To mitigate potential biases, we implement an iterative approach for
sentence selection. Initially, we categorize the dataset based on relations and
employ a sampling without replacement method to select a representative
sentence for each relation. These chosen sentences are then integrated with
associated instruction to form prompts, as illustrated in Figure 1. In cases
where the number of available sentences is restricted, such as with the in-
dustry relation in the NYT-FB dataset, which contains only one sentence,
we opt for that sentence during the first iteration. For subsequent iterations,
we select sentences from the augmented dataset generated in the initial it-
eration.

Furthermore, to enrich the context, we leverage a Named Entity Recogni-
tion (NER) model1 to identify the types of entities present in the sentence.
This information is included as contextual cues. Additionally, we retain the
original relation from the dataset in the prompt to facilitate comprehensive
in-context learning.

3. Complexity and Similarity Filters: We applied complexity and similar-
ity filters, these filters rely on cosine similarity and Flesch-Kincaid [5] grade
complexity to either accept or reject the augmented sentences. The sentences

1 https://spacy.io/models

https://spacy.io/models
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are augmented in batches, where we calculate the Flesch-Kincaid grade and
cosine similarity scores for the entire batch. The Flesch-Kincaid Grade Level
Readability Test assesses a text’s level of complexity of comprehension. It
gives an approximate idea of the grade level in American schools needed to
understand the text. It takes into account the word count as well as the num-
ber of syllables in each sentence. The number of years of schooling required
for an individual to comprehend the text is indicated by the resulting grade
level2. We then compute the average scores and compare them to those of
the original sentences. If the scores fall within a defined threshold, the sen-
tence is retained. This approach ensures that (see Table 4) the complexity
and similarity of the augmented sentences closely align with those of the
original dataset.

4 Experimental Setup

Evaluating augmented data for relation extraction is effectively accomplished us-
ing a machine learning model. In our experiments, we utilize an RE model based
on BERT [3] to demonstrate the quality of the augmented data. We purposely
avoided using complex models because simple models benefit more directly from
large amounts of data. In contrast, complex models can leverage additional rele-
vant information. Our goal is to demonstrate the advantage of using more data.
Datasets Description:
FewRel Dataset : [6] holds a pivotal role in our experimental design due to its
unique characteristics. Notably, FewRel is the sole balanced dataset available
for relation extraction, containing 64 training relations. Furthermore, for each
of these 64 training relations, the dataset provides a balance of 700 sentences.
NYT-FB Dataset: [15] The selection of the NYT-FB dataset is guided by its dis-
tribution of sentences across different relations noisiness, to test our approach’s
capability in challenging conditions and its widespread use in RE research. This
dataset encompasses a total of 24 relations. Significantly, 11 out of these 24 re-
lations exhibit a limited number of sentences.
Selected Model and Augmented Data In our experimental setup, we em-
ployed a foundational transformer-based model that utilizes BERT encoding.
Throughout all our experiments, we maintained a consistent set of hyperparam-
eters, ensuring a fair and reliable evaluation. We kept the number of epochs 20
while employing early stopping techniques to mitigate the risk of overfitting.
To ensure unbiased evaluation, we exclusively utilized the original test dataset
for testing wherever possible in experiments. This approach minimizes potential
biases that may arise from the introduction of augmented data. A summary of
the hyperparameter configurations is provided on our GitHub3 repository.

We conducted a series of experiments utilizing two open-source distinct Large
Language Models (LLMs) for data augmentation: Llama 34B [19], and Falcon

2 For instance, an eighth-grader should be able to comprehend the material if the
Flesch-Kincaid Grade Level is 8.0.

3 https://github.com/dice-group/augmentation-LLM-

https://github.com/dice-group/augmentation-LLM-
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40B [14]. Since our primary focus revolves around data augmentation using
LLMs, we exclusively generate augmented data using two LLMs capable of ad-
dressing our research question. However, our approach remains adaptable to
incorporate any state-of-the-art or future LLMs. Additionally, we employed the
Natural Language Toolkit (NLTK [10]) to generate an equivalent volume of aug-
mented data.

We kept the following data augmentation strategies: We generated 50 aug-
mented sentences for each relation present in both FewRel and NYT-FB datasets.
For relations in the NYT-FB dataset with fewer than 100 sentences, we increased
the dataset size by generating additional sentences, ensuring a minimum thresh-
old was met. We report micro-averaged scores for equal augmentation and macro
score for augmentation where only sentences increased for limited relations.

5 Results and Discussion

We perform comprehensive experiments to answer the following questions:
RQ1: Is data augmentation with Large Language Models (LLMs) more effective
for relation extraction tasks compared to rule-based approaches? RQ2: Do dif-
ferent LLMs yield similar augmented data, or are there notable differences in the
augmented data they produce? RQ3: What is the quantitative impact of LLM-
based augmented data on the performance scores of relation extraction models?
RQ4: How closely does the augmented data generated by LLMs resemble the
original dataset?

FewRel Dataset: Table 1 provides a detailed overview of the Precision (P),
Recall (R), and F1-score (F1) metrics for the FewRel dataset across various
augmentation scenarios, considering both with and without entity information.
The analysis shows the impact of augmenting sentences on the overall perfor-
mance of the relation extraction model.

As the number of augmented sentences increases, a perceptible improvement
is observed in the overall scores for language model-based augmentation. Intrigu-
ingly, with only a modest 30% increase, the rule-based approach outperforms
language model-based augmentation. This outcome is likely influenced by the
inherent complexity of sentences generated by large language models. In scenar-
ios with limited augmentation, the increased complexity tends to enhance the
model’s overall performance. However, as the number of sentences augments fur-
ther, the overall score for rule-based augmentation experiences a decline, while
language model-based augmentation continues to effectively enhance the over-
all score. This observation confirms RQ1: that LLM-based augmentation can
surpass rule-based augmentation.

Notably, augmentation using Llama demonstrates superior results compared
to Falcon for this specific dataset. The nuanced differences between Llama and
Falcon warrant further investigation, as their effectiveness can be dataset-dependent.
Exploring the specific characteristics of the FewRel dataset that favor Llama over
Falcon could provide valuable insights into the strengths and weaknesses of dif-
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Table 1: Precision, Recall, and F1-score for the FewRel dataset at various per-
centage increases (100% increase mean all the augmented data is used), both
with and without entity information. R stands for rule based approach.

With Entities Without Entities

Data P R F1 P R F1

FewRel 89.5 89.3 89.3 67.0 66.7 66.4
FewRel(R) 89.4 89.2 89.2 67.7 67.5 67.3
FewRel (Llama) (30%) 88.5 88.4 88.2 66.8 66.7 66.3
FewRel (Falcon) 88.6 88.1 88.0 66.6 0.66 66.0

FewRel(R) 89.6 89.3 89.4 66.3 66.2 65.8
FewRel (Llama) (70%) 90.6 90.2 90.4 68.5 68.0 68.5
FewRel (Falcon) 89.9 89.8 89.8 68.0 0.67 67.3

FewRel(R) 89.4 89.3 89.3 68.9 69.0 68.9
FewRel (Llama) (100%) 91.3 90.0 91.1 70.5 69.5 70.0
FewRel (Falcon) 90.8 90.6 90.7 69.0 69.3 69.14

ferent LLMs based augmentation. This observation answers RQ2: that different
LLMs generate different augmentation of sentences.

NYT-FB Dataset: Table 2 provides a detailed examination of the NYT-FB
dataset.The scores presented in the table are derived from the test set, which
combines augmented sentences with the original training set. It is notewor-
thy that the original test set lacked sentences for three relations (/people/per-
son/ethnicity, /people/person/profession, /business/company/industry), neces-
sitating the integration of augmented sentences for a comprehensive evaluation.
Additionally, we acknowledge that the augmented sentences have not undergone
post-augmentation cleaning.

In the case of equal augmentation, both Llama and Falcon demonstrate a sig-
nificant improvement in performance, surpassing the baseline Precision, Recall,
and F1-score. Falcon, in particular, achieves remarkable results with a Precision
of 97.6%, Recall of 92.4%, and an outstanding F1-score of 94.2%. These insights
show the quantitative impact of data augmentation on the relation extraction
task and provide an answer to our third question, RQ3:.

Augmentation techniques maintain their superiority even when applied exclu-
sively to relations with fewer than 100 sentences, outperforming baseline results.
Falcon stands out with a notable F1-score of 95.7%, underscoring its efficacy
in scenarios with limited data. The outstanding performance of Falcon prompts
further investigation, where we explore models with 25 sentences per relation
for a total of eight relations (200 sentences in total). The selection of these eight
relations is based on the top four with the most sentences and the bottom four
with the least. The results, presented in Table 3, reveal a consistent improvement
for all eight relations compared to the baseline. Notably, Falcon-based augmen-
tation significantly enhances the top four relations, while Llama outperforms
Falcon in the bottom four.
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Table 2: Precision, Recall, and F1-score, under two scenarios: one with equal
data augmentation across all relations, and the other with augmentation limited
to relations containing fewer than 100 sentences.

Equl Aug. #Sent < 100 Aug.

Data P R F1 P R F1

NYT-FB 60.2 56.7 57.2 - - -
NYT-FB (Llama) 79.4 68.7 70.3 80.2 68.5 69.6
NYT-FB (Falcon) 97.6 92.4 94.2 96.0 95.8 95.7

Table 3: Precision, Recall, and F1-score for the eight selected relations in models
trained on augmented data the NYT-FB dataset.

Llama Falcon

Relations #Sent P R F1 P R F1

../contains 30240 100 100 100 100 100 100

../nationality 5219 99.4 99.7 99.3 100 100 100

../place lived 5024 99.4 99.1 99.2 99.5 99.2 99.4

../company 3971 94.4 91.7 93.0 98.8 98.2 98.5

../ethnicity 9 51.4 45.7 48.4 21.4 17.5 19.3

../people 9 49.6 42.4 45.7 19.0 16.8 17.8

../profession 2 39.0 27.7 32.4 9.2 7.5 8.3

../industry 1 35.3 29.7 32.3 8.0 8.0 8.0

An interesting observation is that Falcon produces precisely 100 sentences for
each relation, contributing to its exceptional performance. On the other hand,
Llama exhibits variations in sentence output, ranging from 41 to 92 sentences per
relation. This discrepancy leads to underperformance for the top four relations,
where a consistent number of sentences is crucial. However, the varied sentence
output of Llama, closely resembling natural language, contributes to its out-
performance in relations with fewer sentences.

To address RQ4:, we investigate the complexity of the generated sentences
using different parameters and assess their semantic coherence with the origi-
nal dataset sentences. For complexity evaluation, we utilized the Flesch-Kincaid
grade to gauge the readability of sentences. Additionally, we determined the
average number of entities per sentence, a crucial factor in assessing linguistic
intricacy.

Complexity The results of our analysis are detailed in Table 4. Notably, the
rule-based approach demonstrated a minimal deviation in the average token
count per sentence when compared to the original dataset. This observation
aligns with the inherent characteristics of rule-based augmentation, where trans-
formations involve singular word substitutions or positional changes, resulting
in sentences that closely resemble their source.
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Table 4: Complexity in terms of Avg. number of tokens,entities per sentence and
Flesch-Kincaid grade score. Cos sim for semantic coherence

Complexity

Aug. Tech Avg #Tokens Avg. FKg Avg #entities Cos sim

FewRel 25.0 10.34 4.5 0.15
Rule 24.9 10.68 4.10 0.15
Falcon 18.8 11.63 2.4 0.37
Llama 32.8 13.36 3.9 0.18

NYT-FB 37.8 12.89 3.3 0.19
Rule 39.8 14.18 4.2 0.24
Falcon 17.1 11.13 2.2 0.39
Llama 36.2 12.91 3.6 0.16

Semantic Coherence In our exploration of augmented data, we delved into as-
sessing semantic similarity, aiming to uncover the nuances of how well-augmented
sentences align with the original dataset and among different augmentation tech-
niques. To quantify this, we employed cosine similarity, a measure for gauging the
degree of semantic resemblance. Notably, Llama-based augmentation exhibits a
higher degree of semantic similarity to the original dataset when compared to
Falcon-based augmentation, which produces sentences that closely resemble each
other.

6 Conclusion

In this study, we harnessed the potential of LLMs for data augmentation in
the field of relation extraction. We have demonstrated that data augmented
with large language models outperforms data augmented using rule-based ap-
proaches. We remain committed to addressing the various challenges associated
with the utilization of large language models for data augmentation.

Limitations and Ethical Consideration: It is important to note that our
approach may not be directly applicable to tasks requiring augmented data with
true facts, as we do not prioritize the generation of hallucinated information in
the context of relation extraction. On the ethical side, LLM-generated data may
exhibit social biases or employ toxic language. Therefore, the augmented data
should be used with caution, and proper procedures such as human involvement
or debiasing LLMs.
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