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Abstract

Multilingual large language models (mLLMs)
have significantly advanced machine transla-
tion, yet challenges remain for low-resource
languages like Amharic. This study evaluates
the performance of state-of-the-art mLLMs,
specifically NLLB-200 (NLLB3.3, NLLB1.3
Distilled1.3, NLB600) and M2M (M2M1.2B,
M2M418), in English-Amharic bidirectional
translation using the Lesan AI dataset. We em-
ployed both automatic and human evaluation
methods to analyze translation errors. Auto-
matic evaluation used BLEU, METEOR, chrF,
and TER metrics, while human evaluation as-
sessed translation quality at both word and
sentence levels. Sentence-level accuracy was
rated by annotators on a scale from 0 to 5, and
word-level quality was evaluated using Multi-
dimensional Quality Metrics. Our findings in-
dicate that the NLLB3.3B model consistently
outperformed other mLLMs across all evalu-
ation methods. Common error included mis-
translation, omission, untranslated segments,
and additions, with mistranslation being par-
ticularly common. Punctuation and spelling
errors were rare in our experiment.

1 Introduction

Machine Translation (MT), the automated pro-
cess of converting text from one language to an-
other, has shown significant advancements in re-
cent years (Vaswani et al., 2017; Haddow et al.,
2022). However, these improvements have primar-
ily focused on high-resource languages. In con-
trast, low-resource languages, such as Amharic
language –the official language of Ethiopia, spo-
ken by 20 million people–, have not received the
same level of attention (Tesfagergish et al., 2022).

Previous research on Amharic machine transla-
tion has primarily focused on fine-tuning language
models. However, few studies have assessed the
effectiveness of multilingal language models for

low-resource languages such as Amharic. For ex-
ample, Teshome et al. (2015) employed a statis-
tical method to translate texts, improving a base-
line phrase-based system. Similarly, Gezmu et al.
(2021) addressed inflectional morphology by us-
ing subword units and adjusting model parame-
ters to better suit low-data environments. Their
approach effectively handled Amharics morpho-
logical complexity. Biadgline and Smaïli (2021)
developed an Amharic-English parallel corpus for
both statistical machine translation and neural ma-
chine translation. In addition, Hadgu et al. (2021)
introduced Lesan, a machine translation system
for low-resource languages, built on the Trans-
former architecture, and provided an evaluation
dataset. In a more recent effort, Biadgline and
Smaïli (2021) expanded the Amharic-English cor-
pus and experimented with tri-gram and four-gram
SMT models, as well as GRU-based neural ma-
chine translation models. Despite these efforts,
no prior studies have systematically analyzed the
strengths and limitations of large language models
in the context of Amharic machine translation.

In this study, we aim to identify the short-
comings of multilingual large language mod-
els in translating low-resource languages, using
Amharic a case study. Using both human and auto-
matic evaluation techniques, we identify common
errors made by mLLMs in Amharic-English trans-
lations, providing insights for future researchers
to improve Amharic machine translation. Specif-
ically, we focus on the bidirectional Amharic-
English MT system, with the following key objec-
tives:

• To evaluate the performance of multilingual
large language models in Amharic-English
bidirectional machine translation.

• To identify the most common errors in
Amharic-English bidirectional translations.



• To provide insights into the limitations of
mLLMs for low-resource languages like
Amharic.

2 Related Works

This section reviews the related work to multilin-
gual large language models for machine transla-
tions, with a particular focus on the evaluation
for bidirectional Amharic-English machine trans-
lation.

Multilingual large language models are ad-
vanced neural architectures trained on large
amounts of textual data, that can understand and
generate multiple human languages. These mod-
els can be further fine-tuned for various down-
stream tasks such as machine translation, text clas-
sification, and question answering (Cooley and
Tukey, 1965; Al-Khalifa et al., 2024). While the
application of mLLMs in machine translation has
gained significant attention in recent years, there
is a limited research for evaluating the quality of
LLMs in translation low-resource languages.

Recent Advancements in mLLMs , re-
searchers have explored various techniques to
improve the peformance of mLLMs. For instance,
Hendy et al. (2023) conducted a comprehensive
evaluation study for GPT models and analyzed
different aspects such as their performance com-
pared to state-of-the-art research and commercial
systems. Their findings indicated that while GPT
models provide competitive translation quality for
languages with rich resources, their effectiveness
is notably when applied to languages with limited
resources.

On the other hand, significant advancements
have been made by major companies, such as
Meta, in developing LLMs capable of processing
multiple languages, including those with limited
resources. For instance, Fan et al. (2020) proposed
a many-to-many multilingual translation model
that facilitates direct translation between any pair
of 100 languages. This model uses a data min-
ing strategy based on language similarity to cre-
ate a comprehensive multilingual dataset. Further-
more, the authors employed a Back-Translation
technique to enhance the model’s performance for
zero-shot and low-resource language pairs, result-
ing in a training corpus of 7.5 billion sentences
across 100 languages, including Amharic.

The "No Language Left Behind" Project is a
notable effort by Meta AI, UC Berkeley, and Johns
Hopkins University (Team et al., 2022). This
interdisciplinary project aims to develop human-
centered machine translation solutions for over
200 low-resource languages, including Amharic.
Furthermore, the project focuses on dataset con-
struction and model development to reduce the
translation quality gap between resource-rich and
resource-limited languages.

Evaluation of Machine Translation for Semitic
Languages Despite the growing interest in ap-
plying LLMs to machine translation, there has
been limited research evaluating their efficacy in
this domain. A notable exception is the work
by Abdelkadir et al. (2023), who assessed state-
of-the-art MT for Tigrinya, a Semitic language
closely related to Amharic and spoken by over
10 million people in Ethiopia and Eritrea. Their
study utilized evaluation datasets spanning diverse
domains, including Arts and Culture, Business
and Economics, Politics, and Science and Tech-
nology. Employing the MQM-DQF error topol-
ogy for translation assessment, the researchers
concluded that mistranslation and omission were
the most prevalent errors. This study provides
valuable insights into the challenges of MT for
Semitic languages, which may have implications
for Amharic translation as well.

3 Experiment

We conducted our experiments to answer the fol-
lowing research questions regarding the pefor-
mance of multingual language models in low-
resource languages, using Amharic as a case
study:

RQ1: How do mLLMs compare in their perfor-
mance in translation low-resource language when
using automatic evaluation metrics?

RQ2: What are the most frequent error types
of mLLMs in the machine translation for low-
resource languages?

RQ3: Which mLLM performs better in trans-
lating low-resource language when using human
evaluation?

3.1 Setup

We perform our experiments to investigates the
performance of mLLMs for low-resource lan-
guage machine translation. First, we identified
models trained on Amharic data. Then, we



Model Params Languages
NLLB-200 3.3B 200
NLLB-200 1.3B 200
NLLB-200-Distilled 1.3B 200
NLLB-200-Distilled 600M 200
M2Mm21.2B 1.2B 100
M2M418 418M 100

Table 1: Summary of multilingual Machine Translation
models for Amharic–English translation

searched for evaluation datasets in both directions
(i.e., from Amharic to another language and vice
versa). The selected datasets were translated us-
ing the mLLMs, and the translations were evalu-
ated using both automatic and human evaluation
metrics. For human evaluation, volunteers were re-
cruited as annotators, and they provided informed
consent, ensuring transparency and adherence to
ethical standards. To ensure the quality of the out-
put data, inter-annotator agreement was calculated.
After that, we compute the overall quality score
of the annotated data. Figure 1 depicts our the
pipeline of our approach for evaluating mLLMs in
machine translation.

3.2 Language Model Selection
To identify mLLMs trained on Amharic data, we
searched for available models on Google Scholar
and Hugging Face. Among the available options,
we found two notable models: NLLB200 and
M2M100, both ared trained on multiple languages
and supports Amharic language. The NLLB200
model is distributed under the CC-BY-NC license,
while the M2M100 model is available under the
MIT license. Table 1 provides an overview of
these mLLMs, including number of parameters
and the range of languages they support.

3.3 Dataset Selection
We followed the same approach for selecting the
datasets as with the langauge models. This al-
lowed us to find a dataset prepared by (Hadgu
et al., 2021). This dataset includes 987 Amharic
sentences and 1, 915 English sentences, col-
lected from various sources such as news article,
Wikipedia, Twitter, and conversational sentences.
The dataset is also publicly available under the CC
BY 4.0 license.

3.4 Metrics
There are two primary methods for evaluating ma-
chine translation: automatic and human evaluation.
Automatic evaluation relies on algorithms (e.g.,

BLEU, METEOR, and TER) to measure transla-
tion quality, while human evaluation involves pro-
fessional translators to assess the accuracy and flu-
ency of machine generated translations (Chatzik-
oumi, 2020).

3.4.1 Automatic Evaluation
For the automatic evaluation, we employed four
metrics: BLEU (Bilingual Evaluation Under-
study) (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005), ChrF++ (Banerjee and Lavie,
2005), and TER (Translation Edit Rate) (Snover
et al., 2009) automatic evaluation metrics.

• BLEU measures the similarity between
machine-translated text and reference transla-
tions by comparing overlapping n-grams.

• METEOR goes beyond BLEU by consider-
ing unigram precision and recall, as well as
fragmentation, which accounts for word or-
der and synonymy.

• ChrF++ evaluates both character and word-
level n-grams, producing an F-score that re-
flects precision and recall, making it well-
suited for morphologically rich languages
like Amharic.

• TER assesses translation accuracy by cal-
culating the number of edits (insertions,
deletions, substitutions, and shifts) needed
to make the machine-generated translation
match the reference.

3.4.2 Human Evaluation
An initial review of the M2M model translations
revealed that most results were inadequate, with
many translations being unrelated to the source
text. Given this poor performance, conducting a
detailed human evaluation of M2M models was
considered unnecessary due to the complexity and
cost. For the error analysis, we adapted six er-
ror types from the Multidimensional Quality Met-
rics (MQM) framework: Mistranslation, Addition,
Omission, Grammar, Spelling, and Punctuation.
We also introduced an additional error type, Un-
translated, to account for untranslated segments.
The default severity levelsNeutral, Minor, Ma-
jor, and Criticalwere also adopted from the MQM
guidelines. Below is a description of each error
type and severity level as defined by MQM:1

1https://themqm.org/the-mqm-typology/

https://themqm.org/the-mqm-typology/


Figure 1: Our approach for Error Analysis in Multilingual Language Models

• Mistranslation: An error occurs when the
target content does not accurately represent
the source content.

• Addition: An error arises when the tar-
get content includes information that is not
present in the source.

• Omission: An error occurs when content
present in the source is missing from the tar-
get.

• Untranslated: An error arises when a seg-
ment intended for translation is omitted from
the target content.

• Grammar: An error occurs when a sentence,
phrase, or other text string violates the gram-
matical rules of the target language.

• Punctuation: An error occurs when punctu-
ation does not conform to the conventions of
the target language.

• Spelling: An error occurs when a word is
misspelled.

• Severity Levels:

– 1. Neutral Severity Level: An accept-
able translation error that does not sig-
nificantly affect meaning.

– 2. Minor Severity Level: An error that
has a minor impact on the accuracy and
fluency of the translation.

– 3. Major Severity Level: An error is
classified as Major if it affects the under-
standability, reliability, or usability of
the content for its intended purpose.

– 4. Critical Severity Level: An error is
classified as Critical if the translation is
unfit for its intended purpose or poses
a risk of serious physical, financial, or
reputational harm.

We selected three annotators who are third-year
university students from Addis Ababa University
in Ethiopia. Thees students were chosen based
on their proficiency in both English and Amharic.
We conducted a 45-minute briefing session with
the annotators to explain the dataset and the er-
ror annotation process using the MQM framework.
We also provide them with detailed guidelines for
completing the annotation form. Each student re-
ceived compensation of 3, 000 Ethiopian birr (ap-
proximately $48.89).



Models BLEU chrf++ TER
NLLB3.3B 26.7 0.23 0.36
NLLB1.3B 21.01 0.4 0.32
NLLB1.3BD 15.36 0.28 0.3
NLLB600MD 12.84 0.3 0.13
M2M1.2B 13 0.31 0.9
M2M1418M 3.07 0.2 0.13

Table 2: Amharic to English automatic evaluation, an-
swering RQ1

Models BLEU chrf++ TER
NLLB3.3B 22.00 0.36 0.86
NLLB1.3B 23.03 0.36 0.86
NLLB1.3BD 21.54 0.36 0.80
NLLB600MD 20.85 0.35 0.84
M2M1.2B 16.49 0.19 0.90
M2M418M 11.93 0.15 0.90

Table 3: English to Amharic automatic evaluation, an-
swering RQ1

Following the briefing, the annotators filled out
the form by first identifying errors in the transla-
tion and indicating their severity. In addition, they
assessed the quality of each sentence, assigning
a grade from 0 to 5; with 0 indicating a transla-
tion that was completely unrelated to the source
and 5 is the almost perfect translation. Finally, we
calculated the quality of each model and the inter-
annotator agreement.

4 Result

4.1 Automatic Evaluation

Tables 3 and 2 show the results of automatic evalu-
ations for the selected multilingual machine trans-
lation models translating between Amharic and
English. The tables show that both NLLB3.3B
and NLLB3.1B outperform the other models in all
of the metrics in both Amharic to English and En-
glish to Amharic machine translation (answering
RQ1). However, the accuracy of both M2M mod-
els is very low. In the first case, M2M418 scored
only 3.07 BLEU, which was improved in English
to Amharic translation to 11.93 BLEU.

4.2 Human Evaluation

For human evaluation, we did sentence- and word-
level evaluation. For sentence-level evaluation,
the annotators gave a score for each translated
sentence a rating from 0 to 5. Then each score
was converted to a percentage (see Table 4). The
inter-annotator agreement was then calculated us-
ing Fleiss’ Kappa. Table 5 shows Fleiss’ Kappa co-
efficient. Fleiss’ Kappa is a well-known measure

Models Am-En En-Am
NLLB3.13B 63.6 76.1
NLLB1.3B 28.67 42.67
NLLB1.3D 31 24.33
NLLB600M 37.47 38.6

Table 4: Sentence-level human evaluation of NLLB
models in percent (RQ3)

Models Am-En En-Am
NLLB3.3 0.24 0.22
NLLB3.1 0.23 0.40

NLLB3.1D 0.23 0.21
NLLB600 0.6 0.19

Table 5: Fleiss’ Kappa Coefficients for Am-En and En-
Am

for inter-rater reliability (Moons and Vandervieren,
2023). In our cases, most of the coefficient values
are more than or equal to 0.21. That means the an-
notators have a fair agreement (0.21 0.40); consid-
ering the complexity and nature of MT, this is an
outstanding result. To calculate Fleiss’ Kappa co-
efficient, we used a Python library called statsmod-
els.2

To compute word-level evaluation, we calculate
the overall quality score (OQS) (Lommel et al.,
2024) as follows: we define penalty rates for each
error severity type; 0 for Minor, 1 for Major, 3 for
Major, and 9 for Critical. Then OQS is calculated
as:

OQS = (1− (PWPT × PS))× MSV (1)

Where PWPT (per-word penalty total) is calcu-
lated by dividing APT (Absolute Penalty Total) by
EWC (Evaluation Word Count), which is the num-
ber of words in the source text:

PWPT =
APT
EWC

(2)

APT is calculated by summing all the Error
Type Penalty Totals (ETPTs). Each ETPT is the
product of the number of errors for each error type
and the severity penalty score for that error type:

APT =
∑

(ETPT) (3)

ETPT = Error Count × Penalty Rate (4)

2https://www.statsmodels.org/dev/generated/
statsmodels.stats.inter_rater.fleiss_kappa.html

https://www.statsmodels.org/dev/generated/statsmodels.stats.inter_rater.fleiss_kappa.html
https://www.statsmodels.org/dev/generated/statsmodels.stats.inter_rater.fleiss_kappa.html


Models Am-En En-Am
NLLB3.3 52.47 84.77
NLLB1.3 27.23 75.3

NLLB1.3D 39.85 74.53
NLLB600D 36.7 80.03

Table 6: Overall Quality Score of NLLB Models (RQ3)

PS (Penalty Scaler) is a value from 0 to 1, with
the default value being 1. For this experiment, we
used PS value of 1. MSV (Maximum Score Value)
represents a perfect upper score on a scale, with
the default being 100. For this experiment, we
used the default value.

As seen from 4 and 6, the NLLB3.3 model out-
performs the rest of the models in sentence level
and word level evaluation (Answering research
question RQ3). In contrast to the automatic evalu-
ation, NLLB600D performed better in human eval-
uation.

5 Error Analysis

In this section, we analyze the most frequent errors
we observed in our experiment and their patters.
Figures 2 and 3 show the the error distribution of
the four models on the Lesan dataset. In this ex-
periment, we saw that the primary cause of Mis-
translation errors is the misinterpretation of per-
sonal and place names. For example, all models
failed to correctly translate the name of Dr. Abiy,
Ethiopia’s prime minister, from Amharic to En-
glish. The M2M 1.2B model translated his name
as “Al-Qaeda." Similarly, the name “Gojam," an
area in the Amhara regional state of Ethiopia,
where the regional capital (Bahirdar) located, was
translated to “Gujarat" a city in Indiaby NLLB600.
Additionally, the city name (seladinigayi) was in-
accurately translated to "Saturday." However, the
models successfully translated well-known place
names such as Russia, Africa, and Pakistan. Our
experiment shows that Mistranslation of entities
are better handled in from English to Amharic than
vise versa.

In some cases, models made critical Mistransla-
tion errors. For instance, NLLB600 mistranslated
the sentence "hahaha ire benatishi koka neberi
yeteshegewi yih lewitima sewini hulu wiha kelem-
ina tikuri kokani yawi newi" which roughly trans-
lates to "Haha, please, I thought it was coca; this
will make everyone believe the color of water and
coca is the same," to "Ha ha ha, your dad was a
cocaine smuggler. This change makes everyone

Word Translation Correct
አቶ ወንድምኩን
(āto weni-
dimikuni)

Mr. Brotherkun Mr.
Wendimkun

ኮካ ኮላ (koka
kola)

KOKO
KOLLA

Coca-cola

ሄንከን (hēnikeni) crack cocaine Heineken
ዋልያዎቹ (waliya-
wochu)

guards The Walias

ሰላድንጋይ (sela-
dinigayi)

Salad Stone Sela Dingay

ሰላድንጋይ (sela-
dinigayi)

Saturday Sela Dingay

Table 7: Examples of Mistranslation from Amharic to
English

think that the color of water and black coca cola
are the same," an entirely incorrect translation that
could lead to serious legal issues.

In addition, models tend to translate without
considering context. For example, the models
translated the sentence "እዝራ ፓውንድ የአሜሪካ
ጸሐፊ ነበር" (izira pawinidi yeāmērīka tseāfī
neberi) to "Ezra Pound was an Ameri-
can secretary of state." The Amharic word
"ጸሐፊ"(ts’eāfī) was mistranslated directly to
"Secretary," although it can mean both
"Secretary" or "Writer" depending on the
context. Here it should be translated to
"Writer". Another example is the transla-
tion of "ጠቅላይ ሚኒስቴር" (t’ek’ilayi mīnīsitēri)
where the NLLB3.3 model translated it to
"general Minister" whereas the correct trans-
lation is "prime minister." The model ig-
nored the context, which required the trans-
lation to be "Prime minister". Additionally,
the word "Groundbreaking" was mistrans-
lated as "የመሬት መሰራጨት"(yemereti meser-
ach’eti") unrelated to the intended meaning.
The model interpreted "Ground" as "መሬት,"
referring to the earth's solid surface rather
than its figurative sense.
In addition to translating words out of the

context, the models tends to translate words
literally. For instance, NLLB3.3 translated
the company name "Friendly" to "weda-
jineti", which is incorrect; the name should
either be left untranslated or transcribed
into the Amharic alphabet. Similarly, the
film title "The Sound of Music" was trans-
lated as "የሙዚቃው ድምፅ" (yemuzīk’awi dim-
it s’i) a direct translation of each word in
the title.
Another common mistranslation error in-



Word Mistranslation Correction
The Sound of Music የሙዚቃው ድምፅ (yemuzīk’awi dim-

its’i)
ዘ ሳውንድ ኦፍ ሚውዚክ (ze sawinidi
ofi mīwizīki) (Direct translation)

Smog ሽንት (shiniti) (Urine) ጭጋግ (ch’igagi)
Friendly የወዳጅነት (yewedajineti) (Direct

transaltion)
ፍሬንድሊ (firēnidilī)

Table 8: Examples of mistranslation errors from English to Amharic

volves technical and rare words. For exam-
ple, the word "አኖዝሚያ" (ānozimīya) mean-
ing "Anosmia," a medical term for partial or
complete loss of smell, was completely mis-
translated by all models to unrelated terms.
Similar to mistranslations, models

frequently leave entities untranslated
mostly in Amharic to English translations.
Longer sentences often contain untrans-
lated words. For instance the sentence
"የኦሌ በቋሚነት መሾም ያልተዋጠላቸው አንዳንድ
የኢትዮጵያ ማን ዮናይትድ ደጋፊዎች ተቃውሟቸውን
ለመግለጽ ወደ ዲኤስቲቪ ቤት የሚወስዱ መንገዶችን
በመዝጋት ላይ ናቸው" ("ye’olē bek’wamīneti
meshomi yalitewat’elachewi ānidanidi
ye’ītiyop’iya mani yonayitidi degafīwochi
tek’awimwachewini lemegilets’i wede
dī’ēsitīvī bēti yemīwesidu menigedochini
bemezigati layi nachewi") left untranslated
it should be translated to "Ethiopian
Manchester United Fans who do not
support Ole’s permanent appointment
are closing the road to DSTV houses
to express their anger." Another good
example "የኢትዮጵያ ዜና አገልግሎት (ኢዜአ)
እንደገና ሊቋቋም ነው" ("ye’ītiyop’iya zēna
āgeligiloti (īzē’ā) inidegena līk’wak’wami
newi") also left untranslated which should
be translated to Ethiopian News Agency
(ENA) is restablishing.
"Addition" errors occur when extra words

are added in the translation. One of the pri-
mary reasons for "Addition" errors in our
data is the repetition of words. For exam-
ple, the phrase "ለምሳሌ የሞስኮው ፓፒሪ ተብሎ
በሚታወቀው ክርስቶስ ከመወለዱ 1820 አመታት በፊት
የተጻፈው የግብጻውያን መዝገብ ላይ፣ የጥረዛ ካልኩለስ
ጭላንጭልን እናገኛለን።" (lemisalē yemosikowi
papīrī tebilo bemītawek’ewi kirisitosi ke-
meweledu 1820 āmetati befīti yetets’afewi
yegibits’awiyani mezigebi layi, yet’ireza
kalikulesi ch’ilanich’ilini inagenyaleni) is
translated as "For example, the Egyptian
records of the birth of Christ, written in

Figure 2: Error Distribution in Amharic to English
Translation (Answering research question RQ2)

1820 years before the birth of Christ, known
as the Moscow Papyri, contain the skulls
of the Tzotzis' Calculus." Here, "The birth
of Christ" is repeated twice, altering the
meaning of the source sentence. For omis-
sions, Entities are frequently omitted from
translations, including names and parts of
longer sentences. For instance, "*ለማንኛውም
DSTV ያለው ሳይሆን ኖሮት የብሄራዊ ቡድኑን ጨዋታ
ለማሳየት ፈቃደኛ የሆነ ቦታ ተለጥፎ ያያችሁ ወይም
እዚህ ቢታይ የምትሉበት ቦታ ካለ ጠቁሙኝ ለማለት
ነው። ከመዟዟሬ በፊት ኮምፓሴን ላስተካክል ብዬ
ነው" ("lemaninyawimi DSTV yalewi sayi-
honi noroti yebihērawī budinuni ch’ewata
lemasayeti fek’adenya yehone bota telet’ifo
yayachihu weyimi izīhi bītayi yemitilubeti
bota kale t’ek’umunyi lemaleti newi. ke-
mezwazwarē befīti komipasēni lasitekakili
biyē newi") was translated to "*If you have
a place where you can watch the national
team game, but not for any DSTV, or if
you have a place where you can watch
it, please tell me." Here, much of the text
from the source is omitted. From grammar
point of view Word order and subject-verb
agreements are the main types of errors.
As shown in Figures 2 and 3, there were
very few errors related to punctuation and
spelling.



Figure 3: Error distribution in English to Amharic
translation (Answering research question RQ2)

6 Conclusion

This paper evaluates the effectiveness of two
public multilingual language models trained
on Amharic: the M2M and NLLB mod-
els, both developed and released by Meta.
In our evaluation, we we used a dataset
created by Lesan AI. 3 First,we conducted
our experiments with automatic evaluation,
which show that the M2M models were in-
effective in translating between both lan-
guage directions. A preliminary review of
the translations indicated that nearly all out-
puts were inadequate, suggesting that hu-
man evaluation of the M2M models may
be unnecessary due to the complexity and
associated costs.
In the human evaluation phase, we con-

ducted two types of experiments: i) sentence
level and ii) word level. Our findings indi-
cate that across all evaluation techniques
-- automatic evaluation and both sentence
level and word-level human assessments--
the NLLB3.3B model outperforms the other
models. Notably, while the NLLB600D
model shows a superior performance in
translating from English to Amharic com-
pared to the NLLB1.3D and NLLB1.3 mod-
els, it performed worse in automatic evalu-
ations. In the word-level human evaluation,
the most common error types are: Mistrans-
lation, Omission, and Untranslated segments
with entities and longer sentences being the
main reason for the errors. Grammar, punc-
tuation and spelling errors rarely appear in
our experiments. As part of our efforts to

3https://github.com/dice-group/Error_Analysis_
of_Multilingual_Language_Models_in_Machine_
Translation

enhance translation quality, we released the
annotated dataset under a permissive license.
We hope that this research work will be a
basis for future improvements of mLLMs for
under resourced languages such as Amharic.

7 Limitations

Our study is constrained by the costs and
time associated with human evaluation,
leading to a focus on identifying the optimal
models and the most common errors based
on a single evaluation dataset. Ideally, a
comprehensive analysis would include mul-
tiple datasets across diverse domains, such
as medicine, technology, and law.
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A.1 Guideline for Filling the Survey
A.1.1 Introduction
This survey aims to identify common errors
in the current multilingual machine trans-
lation models on Amharic--English transla-
tion. In the Excel document, fifty sentences
are translated from Amharic to English or
English to Amharic. The first column con-
tains the original sentences, and the second
shows its translation. Your task is to iden-
tify error types and their severity from the
translation. The errors are mistranslation,
addition, omission, untranslated, grammar,
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punctuation, and spelling, and the severity
is classified as neutral, minor, major, and
critical. The following two sections explain
how to identify the error types and their
severity.

A.1.2 Error Types
Mistranslation An error occurs when the tar-

get content does not accurately repre-
sent the source content.
Examples: A source text states that a
medicine should not be administered
in doses greater than 200 mg, but the
translation states that it should be ad-
ministered in doses greater than 200 mg
(i.e., negation has been omitted).

Addition Errors occur in the target content,
including content not present in the
source.
Examples: A translation includes por-
tions of another translation that were
inadvertently pasted into the document.

Omission An error occurs where content
present in the source is missing from
the target.
Examples: A paragraph present in the
source is missing in the translation.

Untranslated An error occurs when a text
segment intended for translation is omit-
ted from the target content.
Examples: A sentence in a Japanese
document translated into English is left
in Japanese.

Grammar The error occurs when a text
string (sentence, phrase, other) in the
translation violates the grammatical
rules of the target language.
Examples: An English text reads, ``The
man was seeing his wife.''

Punctuation Punctuation is incorrect accord-
ing to target language conventions.
Examples: 1) An English text uses a
semicolon where a comma should be
used. 2) A two-digit year reference be-
gins with an open single quote instead
of a closed single quote (apostrophe). 3)
An Amharic text uses a question mark
instead of the anticipated semicolon to
express a question.

Spelling Error occurs when a word is mis-
spelled.
Examples: The German word ``Zustel-
lung'' is spelled ``Zustetlugn''.

A.1.3 Severity Levels
1. Neutral Severity Level: The Severity

Level of an error that differs from a
quality evaluator’s preferential transla-
tion or that is flagged for the trans-
lator’s attention but is an acceptable
translation.

2. Minor Severity Level: The Severity
Level of an error that does not seriously
impede the usability, understandability,
or reliability of the content for its in-
tended purpose, but has a limited im-
pact on, for example, accuracy, stylistic
quality, consistency, fluency, clarity, or
general appeal of the content.

3. Major Severity Level: The Severity
Level of an error that seriously affects
the understandability, reliability, or us-
ability of the content for its intended
purpose or hinders the proper use of the
product or service due to a significant
loss or change in meaning or because
the error appears in a highly visible or
essential part of the content.

4. Critical Severity Level: The Severity
Level of an error that renders the en-
tire content unfit for purpose or poses
the risk of serious physical, financial,
or reputational harm. A single Critical
Error would automatically trigger a Fail
Rating in many systems.

A.1.4 How to Complete the Survey
In the second sheet of the Excel file, you
will find a 6-column table. When you iden-
tify an error, write the number of the line
in the “Line number” column, the error
type in the “Error Types” column, and the
severity in the “Severity” column as per
the above instructions. Put the problematic
word in the “Word” column, and if it is
possible, explain the error in a few words
and how it can be corrected in the “Expla-
nation” column. In the last column named
“Score”, give a value for the translation



from 0 to 5. For example, if the translation
is almost human-like, give it 5; if it is inad-
equate and not related to the source, give
it 0.
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