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Abstract. The usage of knowledge graphs in industry and at Web scale
has increased steadily within recent years. However, the decentralized
approach to data creation which underpins the popularity of knowledge
graphs also comes with significant challenges. In particular, gaining an
overview of the topics covered by existing datasets manually becomes
a gargantuan if not impossible feat. Several dataset catalogs, portals
and search engines offer different ways to interact with lists of available
datasets. However, these interactions range from keyword searches to
manually created tags and none of these solutions offers an easy access
to human-interpretable categories. In addition, most of these approaches
rely on metadata instead of the dataset itself. We propose to use topic
modeling to fill this gap. Our implementation LODCat automatically
creates human-interpretable topics and assigns them to RDF datasets.
It does not need any metadata and solely relies on the provided RDF
dataset. Our evaluation shows that LODCat can be used to identify the
topics of hundreds of thousands of RDF datasets. Also, our experiment
results suggest that humans agree with the topics that LODCat assigns
to RDF datasets. Our code and data are available online.
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1 Introduction

With the growth of the size and the increase in the number of knowledge graphs
available on the Web comes the need to process this data in a scalable way [17].
The large number of datasets that are available online and their sheer size make
it costly or even infeasible to handle each of these datasets manually without
the support of proper tools. A particularly important issue is that the mere
identification of relevant datasets for a particular task (e.g., data integration [24],
question answering [32], machine learning [14], etc.) may become challenging.
Indeed, domain experts who plan to use knowledge graphs for a task may be
able to read Resource Description Framework (RDF) data but will not have the
time to read through hundreds of thousands of datasets to determine whether
they are relevant. Hence, we need to be able to characterize RDF datasets so that
users can easily find datasets of interest.

A similar problem is already known from the processing of large amounts of
human-readable documents. Most users might be able to read all books within
a library. However, they may not have the time to do so just to identify the
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books that they are interested in. Although there are search engines that allow
the indexing of documents, users would have to know the right keywords to find
documents that they are interested in [15]. Hence, “search engines are not the
perfect tool to explore the unknown in document collections” [15]. However, to-
day’s dataset search engines mainly rely on keyword searches on the dataset’s
metadata and user-created tags although both suffer from the aforementioned
drawback. At the same time, RDF datasets may not have rich metadata that
could be used for such a search to improve their findability [37,23]. For exam-
ple, the Vocabulary of Interlinked Datasets (VoID) vocabulary offers ways to
add metadata in form of descriptions that can be indexed by a search engine.
However, Paulheim et al. [27] show that a best practice proposed in the VoID
specification [2]—i.e., to use the /.well-known/void path on a Web server to
provide an RDF file with VoID information about datasets hosted on the server—
is not adopted on a large scale. Similarly, Schmachtenberg et al. [33] report that
only 14.69% of 1014 datasets that they crawled provide VoID metadata.

We tackle this gap with our topic-modeling-based approach LODCat. Topic
modeling algorithms can be used to infer latent topics in a given document
collection. These topics can be used to structure the document collection and
enable users to focus on subsets of the collection, which belong to their area of
interest. Our main contribution in this publication is the application of topic
modeling to a large set of RDF datasets to support the exploration of the Data
Web based on human-interpretable topics. To this end, we tackle the challenge of
transforming the RDF datasets into a form that allows the application of a topic
modeling algorithm. Our evaluation shows that this approach can be applied to
hundreds of thousands of RDF datasets. The results of a questionnaire suggest
that humans generally agree with the topics that our approach assigns to a
sample of example datasets.

The following section describes related work before Section 3 describes the
single steps of our approach. Section 4 describes the setup and results of our
evaluation before we conclude with Section 5.

2 Related Work

In their survey of data search engines, Chapman et al. [10] divide these engines
into four categories. The first category are database search engines. They are
used with structured queries that are executed against a database back end.
The second set of search engines are information retrieval engines. These are
integrated into data portals like CKAN1 and offer a keyword-based search on
the metadata of datasets. The third category are entity-centric search engines.
The query of such an engine comprises entities of interest and the search engine
derives additional information about these entities. The last category is named
tabular search. A user of such a search engine tries to extend or manipulate one
or more existing tables by executing search queries.

1 https://ckan.org/
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The second category represents the most common approach to tackle the
search for datasets on the web. Several open data portals exist that offer a list
of datasets and a search on the dataset’s metadata. Examples are the afore-
mentioned CKAN, kaggle2 or open government portals like the european data
portal3. The Google dataset search presented by Brickley et al. [8] works in a
similar way but uses the Google crawler to collect the data from different sources.
Singhal et al. [34] present DataGopher—a dataset search that is optimized for
research datasets. Devaraju et al. [12] propose a personalized recommendation
of datasets based on user behavior. Our approach differs to these approaches as
we focus on RDF datasets and rely on the dataset itself instead of only using
metadata. In addition, we do not rely on a keyword search or user created tags
but automatically generated topics that are assigned to the datasets.

Kunze et al. [19] propose an explorative search engine for a set of RDF
datasets. This engine is mainly based on filters that work similar to a faceted
search. For example, one of these filters is based on the RDF vocabularies that
the datasets use. Vandenbussche et al. [39] present a web search for RDF vocab-
ularies.4 Kopsachilis et al. [18] propose GeoLOD—a dataset catalog that focuses
on geographical RDF datasets. LODAtlas [28] combines several features of the
previously mentioned systems into a single user interface. These approaches have
similar limitations as the generic open data portals described above. While some
of them offer additional features, non of them offers human-interpretable cate-
gories that go beyond manually created tags.

Topical profiling of RDF datasets [36] is very closely related to our work. The
task is defined as a single- or multi-label classification problem. Blerina et al. [36]
propose a benchmark that is based on the manually created classes of the Linked
Open Data cloud project [22]. In a recent work, Asprino et al. [3] tackle the multi-
classification task and extend the benchmark dataset. Some of the features that
are used for the classification, like the virtual documents that are generated
by the approach of Asprino et al. are similar to the documents our approach
creates. However, our approach is unsupervised while the proposed approaches
are supervised and rely on training data, that has been created manually.

Several approaches exist to explore RDF datasets. Tzitzikas et al. [38] define
a theoretical framework for these explorative search engines and compare sev-
eral approaches. However, all these approaches focus on exploring a single RDF
dataset while our goal is to enable users to derive topically interesting RDF
datasets from a set of datasets.

Röder et al. [30] propose the application of topic models to identify RDF
datasets as candidates for link prediction. However, their work relies solely on
the ontologies of datasets and the topics are used as features for a similarity
calculation while we need high-quality topics that can be shown to users.5 Slee-
man et al. [35] use topic modeling to assign topics to single entities of an RDF

2 https://www.kaggle.com/datasets
3 https://data.europa.eu/en
4 https://lov.linkeddata.es/dataset/lov
5 Chang et al. [9] show that there is a difference between these two usages of topics.
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Fig. 1: Overview of the workflow of LODCat.

dataset. Thus, both of the aforementioned approaches use topic modeling with
different aims and are not comparable to our approach.

3 LODCat

Figure 1 shows an overview of our proposed approach LODCat. It relies on
a reference text corpus (e.g., Wikipedia) as a source of general knowledge and
uses topic modeling to assign human-interpretable topics to the single RDF
datasets. First, we use the reference corpus to generate several topic models.
Thereafter, the single models are evaluated and the best model is chosen for
further processing. For each topic of this model, a label is generated to make the
complex probability distributions human-readable. In parallel, the RDF datasets
are transformed into a textual representation (i.e., documents). Based on the
chosen topic model, a topic distribution is assigned to each of the generated
documents. At the end, each RDF dataset has a set of topics that are dominant
for that dataset and that are described by their labels. This data is used to
provide a faceted search, which helps the user to find datasets related to their
field of interest. The single steps of our approach are described in more detail in
the following.6

3.1 Topic Inference

Our current version of LODCat relies on the topic modeling approach Latent
Dirichlet Allocation (LDA) [7,6]. This approach assumes that there are latent
topics that are defined as distributions over words ϕ, i.e., each word type w has
a probability representing the likeliness to encounter this word while reading

6 LODCat is open source at https://github.com/dice-group/lodcat.
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about the topic. The topics are derived from a given corpus D, i.e., a set of
documents. Each document di has a topic distribution θi, i.e., each topic has a
probability how likely it is to occur within the document. LDA connects these
distributions by defining that each word token w has been created by a single
topic and assigning the ID of this topic to the token’s z variable. Let wi,j be the
j-th word token in the i-th document, let wi,j be its word type, and let zi,j denote
the id of the topic from which the word type of this token has been sampled. Let

ϱ be the number of topics and let Z =
{
z1,1, . . . , z|D|,|d|D||

}
be the set of the

topic indices of all word tokens in the corpus D. Let Φ = {ϕ1, . . . , ϕϱ} be the set
of word distributions and Θ = {θ1, . . . , θ|D|} be the set of topic distributions.
LDA is based on the following joint distribution [6]:

P (Φ,Θ,Z,D) =

(
ϱ∏

i=1

P (ϕi)

) |D|∏
i=1

P (θi)

 |di|∏
j=1

P (zi,j | θi)P
(
wi,j

∣∣∣ϕzi,j

) .

(1)
We use the LDA inference algorithm proposed by Hoffman et al. [16] that takes
a corpus and the number of topics ϱ as input. The output is a topic model
comprising the topics’ distributions Φ.7 Since the best number of topics ϱ is
unknown we generate several models with different ϱ values.

3.2 Model Evaluation

In this step, we choose the best model from the set of generated topic models.
To this end, we use topic coherence measures to evaluate the human-readability
and interpretability of the model’s topics. We represent each topic by its 10 top
words W̄ , i.e., the 10 words that have the highest probability in the topic’s word
distribution Φ. We use these top words as input for two coherence measures
proposed by Röder et al. [31], namely CP and a variant of the CV measure
that we call CV 2.

8 Hence, we get two coherence values for each topic. For each
measure, we sort all models based on the average coherence value of their topics.
The model that achieves the best rank on average for both coherence measures
is the model that will be used for further processing.

In addition, we use the coherence values to identify low-quality topics. These
are topics that should not be shown to the user. We define a topic to be of
low-quality if its CV 2 or CP value is below 0.125 or 0.25, respectively.

3.3 Topic Labeling

For each topic of the chosen model, we assign label that can be used to present
the topic to users. For our current implementation, we use the Neural Embedding

7 Due to space limitations, we refer the interested reader to Blei et al. [6] and Hoff-
man et al. [16] for further details about LDA and the used inference algorithm.

8 The CV 2 measure has the same definition as the CV measure but uses the Sone
all

segmentation [31]. The variant showed a better performance in our experiments.



6 M. Röder et al.

Topic Labelling (NETL) approach of Bathia et al. [5] since 1) their evaluation
shows that NETL outperforms the approach of Lau et al. [20] and 2) the approach
is available as open-source project.9 NETL generates label candidates for a given
topic from a reference corpus and ranks them according to a trained model.
Following Bathia et al. [5], we use the English Wikipedia as reference corpus
and use their pre-trained support vector regression model to rank the label
candidates. We also use the topics top words as additional topic descriptions.

3.4 RDF Dataset Transformation

Our goal in this step is to transform given RDF datasets into a textual repre-
sentation that can be used in combination with the generated topic model. This
step relies on the Internationalized Resource Identifiers (IRIs) that occur in the
datasets. We determine the frequency f of each IRI in the dataset (either as
subject, predicate or object of a triple). IRIs of well-known namespaces that do
not have any topical value like rdf, rdfs and owl are filtered out. After that,
the labels of each IRI are retrieved. This label retrieval is based on the list of
IRIs that have been identified as label-defining properties by Ell et al. [13]. Ad-
ditionally, we treat values of rdfs:comment as additional labels. If there are no
labels available, the namespace of the IRI is removed and the remaining part is
used as label. If this generated label is written in camel case or contains symbols
like underscores, it is split into multiple words. The derived labels are further
preprocessed using a tokenizer and a lemmatizer [21]. The derived words inherit
the counts f of their IRI. If IRIs share the same word their counts are summed
up to derive the count of this word.

However, we do not use the counts directly for generating a document since
some IRIs may occur hundreds of thousand times within a dataset. Their words
would dominate the generated document and marginalize the influence of other
words. In addition, large count values could lead to very long documents that
may create further problems with respect to the resource consumption in later
steps. To reduce the influence of words with very high f values we determine the
frequency ψ of word type w for the document d′i of the i-th dataset as follows:

ψi,w = r(log2(fw) + 1) , (2)

where r is the rounding function which returns the closest integer value preferring
the higher value in case of a tie [1].10 The result of this step is a bag of words
representation of one document for each RDF dataset.

3.5 Topic Assignment

The last step is the assignment of topics to the documents that represent the
RDF datasets. For each created synthetic document d′i, we use the chosen topic

9 https://github.com/sb1992/NETL-Automatic-Topic-Labelling-
10 The transformation of counts into occurrences in a synthetic document is similar to

the logarithmic variant of the approach described by Röder et al. [30].
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model to infer a topic distribution θ′i. This distribution is used to derive the
dataset’s top topics, i.e., the topics with the highest probabilities in the distri-
bution. The labels and top words of these topics are used as a human-readable
representation of the RDF dataset.

4 Evaluation of LODCat

We evaluate LODCat in a setup close to a real-world scenario.11 We start
with the English Wikipedia as corpus and process more than 600 thousand
RDF datasets using LODCat following the steps described in Section 3. The
evaluation can be separated into the following three consecutive experiments:
1. The generation and selection of the topic model,
2. The RDF dataset transformation and the topic assignment, and
3. The evaluation of the assigned topics based on a user study.

4.1 Datasets

For our evaluation, we use two types of data—a reference corpus to generate
the topic model and the set of RDF datasets, which should be represented in a
human-interpretable way. We use the English Wikipedia as reference corpus.12

We preprocess the dump file by removing Wikimedia markup, removing redi-
rect articles and handling each remaining article as an own document. Each
document is preprocessed as described in Section 3.1. From the created set of
documents, we derive all word types and count their occurrence. Then, we filter
the word types by removing 1) common English terms based on a stop word list,
and 2) all word types that occur in more than 50% of the documents or 3) in
less than 20 documents.13From the remaining word types, we select the 100 000
word types with the highest occurrence counts and remove all other from the
documents. After that, we remove empty documents and randomly sample 10%
of the remaining documents. Finally, we get a corpus with 619 475 documents
and 190 million word tokens.

We gather 623 927 real-world RDF datasets from the LOD Laundromat
project [4].14 These datasets should be represented in a human-interpretable
way. Note that these datasets have been stored without any metadata that could
be used. Figure 2 shows the size of the RDF datasets. The largest dataset has 43
million triples while the majority has between 100 and 10 000 triples. In total,
the datasets comprise 3.7 billion triples.15

11 The RDF datasets we use are available at https://figshare.com/s/
af7f18a7f3307cc86bdd while the results as well as the Wikipedia-based corpus
can be found at https://figshare.com/s/9c7670579c969cfeac05.

12 We use the dump of the English Wikipedia from September 1st 2021.
13 The stop word list can be found online. We will add the link after the review phase.
14 We downloaded the datasets in January 2018.
15 Note that we do not deduplicate the triples across the datasets.
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Fig. 2: The sizes of the RDF datasets (the x-axis is the dataset ID in 105).

4.2 Setup

Experiment I. In the first experiment, we infer the topic models based on
the English Wikipedia corpus. We infer several models with different numbers
of topics.16 For this evaluation, we use ϱ = {80, 90, 100, 105, 110, 115, 120, 125,
135} and generate three models for each number of topics. We choose the best
topic model as described in Section 3.2, analyze this model with respect to the
model’s coherence values and show example topics.

Experiment II. Based on the best topic model created in the first exper-
iment, we process each of the 623 927 RDF datasets by LODCat. During this
step, we remove datasets that lead to an empty document. The result comprises
a topic distribution for each dataset based on the used topic model. We analyze
these distributions by looking at their top topics.

Experiment III. Finally, we evaluate the assignment of the topics to the
datasets. Chang et al. [9] propose the topic intruder experiment to evaluate the
assignment of topics to documents. They determine the top topics of a document
and insert a randomly chosen topic from the same topic model that is not one of
the document’s top topics. This randomly chosen topic is called intruder topic.
After that, volunteers are given the created list of topics and the document, and
are asked to identify the intruder. The more often the intruder is successfully
identified, the better is the topic assignment of the topic model. We use the same
approach to evaluate whether a topic model can assign meaningful topics to an
RDF dataset. We sample 60 datasets that have more than 100 and less than
10 000 triples. For each of the sampled datasets, we derive the three topics with
the highest probability. Based on the dataset content and the quality of their
top topics, we choose 10 datasets that 1) have at least two high-quality topics
among the top three topics, 2) have a high-quality topic as highest ranked topic,
3) have a content that can be understood without accessing further sources, and
4) have not exactly the same top topics as the already chosen datasets. For each
chosen dataset, we sample an intruder topic from the set of high-quality topics
that are not within the top three topics of the dataset.

16 We use the Gensim library [29] with hyper parameter optimization. https://
radimrehurek.com/gensim/index.html



A Topic Model for the Data Web 9

We create a questionnaire with 10 questions. Each question gives the link to
one of the chosen datasets and a list of topics comprising the top topics of the
dataset and the intruder topic in a random order. 5 chosen datasets have three
high-quality topics while the other 5 datasets have one top topic with a low
coherence value. We remove the topics with the low values. Hence, 5 question
comprise 4 topics and the other 5 questions have 3 topics from which a user
should choose the intruder topic. For the questionnaire, the topics are represented
in the human-readable way described in Section 3.3, i.e., with their label and
their top words. The participants of the questionnaire are encouraged to look into
the RDF dataset. However, they should not include further material. We sent
this questionnaire to several mailing lists to encourage experts and experienced
users of the Semantic Web to participate.

Following Chang et al. [9], we calculate the topic log odds to measure the
agreement between the topic model and the human judgments that we gather
with our questionnaire. Let θ′i be the topic distribution of the i-th document d′i.
Let θ′i,k be the probability of the k-th topic for document d′i. Let Y i = {yi,1, . . .}
be the bag of all user answers for document d′i, i.e., the j-th element is the id of
the topic that the j-th user has chosen as intruder topic for this document. Let
xi be the id of the real intruder topic for document d′i. Chang et al. [9] define
the topic log odds o for the i-th document as the average difference between the
probabilities of the chosen intruder topics compared to the real intruder topic:

o(θ′i, Y i, xi) =
1

|Y i|

|Y i|∑
j=1

(
log(θ′i,xi

)− log(θ′i,yi,j
)
)
. (3)

A perfect agreement between the human participants and the topic model would
lead to o = 0. In practice, this is only reached if all participating volunteers find
the correct intruder topic.

4.3 Results

Experiment I. From the 27 generated topic models, the model that received the
best average ranks according to both topic coherence measures is a model with
115 topics. Figure 3 shows the coherence values of this model’s topics for both
coherence measures. The dashed line shows the threshold used to distinguish
between high and low-quality topics. Based on the two thresholds, 74 topics are
marked as high-quality topics while the remaining 41 topics are treated as low-
quality topics. Table 1 shows the model’s topics with the 5 highest and the 5
lowest CV 2 coherence values. While the first 5 topics seem to focus on a single
topic the topics with the low coherence scores comprise words that seem to have
no strong relation to each other.

Experiment II. LODCat is able to assign topics to 561 944 of the given
623 927 RDF datasets, which are > 90%. 61 983 datasets lead to the creation of
empty documents and, hence, cannot get any topics assigned. These are mainly
small datasets with IRIs that cannot be transformed into meaningful words, i.e.,
words that are not removed by our stop word removal step.
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Fig. 3: Topics of the best performing model sorted by their CV 2 and CP coher-
ence values, respectively. The dashed line shows the threshold used to separate
high-quality topics (green) from low-quality topics (red).

Table 1: The top words of the 5 topics of the chosen topic model with the highest
and lowest CV 2 values, respectively.

CV 2 W̄

0.60942 canadian, canada, quebec, ontario, montreal, toronto, ottawa, nova, scotia, alberta
0.59273 album, song, release, band, music, chart, record, single, track, records
0.56269 age, population, household, female, city, male, family, census, average, year
0.55282 chinese, china, singapore, li, wang, shanghai, chen, beijing, hong, zhang
0.51424 league, club, player, football, season, cup, play, goal, team, first

0.06969 rank, time, men, advance, event, final, result, athlete, heat, emperor
0.05900 use, language, word, name, form, one, english, see, greek, two
0.03767 use, system, one, number, two, function, set, space, model, time
0.02269 use, health, may, child, include, provide, would, act, make, public
0.00000 j., a., m., c., r., s., l., e., p., d.

After generating the topic distributions for the documents created from the
RDF datasets, we analyze these distributions. For each dataset, we determine
its main topic, i.e., the high-quality topic with the highest probability for this
dataset. Figure 4 shows the number of datasets for which each topic is the
main topic. The figure shows that a single topic covers more than 508 thousand
datasets. Table 2 shows the 5 topics that have the highest values in Figure 4. We
can see that a weather-related topic covers roughly 90% of the datasets to which
LODCat could assign topics. The next biggest topics are transportation- and
car-related topics and each of them covers nearly 10 thousand datasets. They
are followed by a computer- and a travel-related topic.

We further analyze the RDF datasets with respect to the claim that the
majority of them is related to weather. We analyze the namespaces that are used
within the RDF datasets and count the number of datasets in which they occur.
Figure 5 shows the result of this analysis for all 623 thousand RDF datasets.
In the lower right corner of the figure, we can see that there is only a small
number of namespaces that are used in many datasets. Table 3 shows the 12
namespaces that occur in more than 100 thousand datasets. The most often used
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Table 2: Top topics with the highest number of datasets.

Datasets W̄

508 095 water, storm, wind, tropical, nuclear, temperature, hurricane, damage, cause, system
9 828 station, road, route, line, street, bridge, railway, city, highway, east
9 794 car, engine, model, vehicle, first, use, point, motor, design, safe
7 328 use, system, software, user, datum, computer, include, information, support, service
5 946 airport, international, brazil, portuguese, são, romanian, portugal, brazilian, language, romania

namespace is the rdf namespace, which is expected. The namespaces on position
2–4 occur in more than 450 thousand RDF datasets and belong to datasets with
sensor data described by Patni et al. [26]. A further search revealed that the
data comprises hurricane and blizzard observations from weather stations [25].
These datasets also make use of the fifth namespace from Table 3. The sixth
namespace is the Data Cube namespace, which is used to described statistical
data in RDF [11]. This namespace occurs often together with the remaining
namespaces (7–12). They occur in datasets that origin from the Climate Change
Knowledge Portal of the World Bank Group.17 These datasets contain climate
data, e.g., the temperature for single countries and their forecast with respect to
different climate change scenarios. We summarize that our analysis shows that
the majority of the datasets contain sensor data, and statistical data that are
related to weather. This is in line with the results returned by our approach
LODCat.

Experiment III. Our questionnaire received 225 answers from 65 partici-
pants.18 Figure 6 shows the results. The left side of the figure summarizes the

17 https://climateknowledgeportal.worldbank.org/
18 We used LimeSurvey for the questionnaire (https://www.limesurvey.org/). The ques-

tionnaire allowed users to skip questions. These skipped questions are not taken into
account for the number of answers.
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Table 3: The namespaces that occur in more than 100 000 datasets.

ID Namespace IRI Datasets

1 http://www.w3.org/1999/02/22-rdf-syntax-ns\# 620 653
2 http://knoesis.wright.edu/ssw/ont/weather.owl\# 452 453
3 http://knoesis.wright.edu/ssw/ont/sensor-observation.owl\# 452 453
4 http://knoesis.wright.edu/ssw/ 452 453
5 http://www.w3.org/2006/time\# 442 719
6 http://purl.org/linked-data/cube\# 147 731
7 http://worldbank.270a.info/property/ 147 348
8 http://purl.org/linked-data/sdmx/2009/dimension\# 147 305
9 http://worldbank.270a.info/dataset/world-bank-climates/ 139 865

10 http://worldbank.270a.info/classification/variable/ 139 865
11 http://worldbank.270a.info/classification/scenario/ 114 064
12 http://worldbank.270a.info/classification/percentile/ 103 202

1st Topic 2nd Topic 3rd Topic Intruder

3 4
0

20

40

60

80

100

Topics available

C
h
o
se
n
to
p
ic

(i
n
%
)

1 2 3 4 5 6 7 8 9 10

Results per dataset −3

−2

−1

0

T
o
p
ic

lo
g
o
d
d
s

Fig. 6: Questionnaire results. Left: Average amount of topics chosen as intruder.
Center: Amount of topics chosen as intruder for the single datasets. Right: The
topic log odds o per dataset. The diamond marks the arithmetic mean.

results for the two groups of questions—those with 3 and 4 topics, respectively.
The center of the figure shows the detailed results for each of the questions. The
plot shows that in the majority of cases, the intruder was successfully identified
by the participants. The results look slightly different for datasets 4 and 5. In
both cases, the third topic is not strongly related to the dataset and has been
chosen quite often as intruder. However, since the first and second topic have
been chosen much less often for these datasets, the result shows that the ranking
of the topics make sense, i.e., the participants were able to identify the first two
topics as related to the given dataset.

On the right of Figure 6, there is a box plot for the topic log odd values
that have been measured for the single documents. The average value across
the 10 datasets is −1.23 with dataset 4 getting the worst value. This value is
visible as an outlier in the lower part of the plot. This result is comparable to
the results Chang et al. [9] present for various topic modeling models on two
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different corpora. This confirms our finding that the human-readable topics fit
to the RDF datasets to which they have been assigned. However, the experiment
setup comes with two restrictions. First, we manually chose the RDF datasets for
this experiment with the requirement that the participants of the questionnaire
have to be able to easily understand the content of the chosen datasets. This
may have introduced a bias. However, it can be assumed that the results would
be less reliable if the datasets would have been selected randomly since the
experiment setup suggested by Chang et al. [9] relies on the assumption that the
participants understand the target object to which the topics have been assigned
(in our case, the RDF dataset). Second, we made use of topic coherence measures
to filter low-quality topics and we chose datasets that have at least two high-
quality topics within their top-3 topics. It can be assumed that the topic log
odd values would be lower if we would have included low-quality topics, since
they are less likely interpretable by humans. However, a dataset that has mainly
low-quality topics assigned could cause problems in a user application since no
human-interpretable description of the dataset could be provided. We find that
out of the 561 944 RDF datasets, to which LODCat could assign topics, only
220 datasets have not a single high-quality topic within their top-3 topics. Hence,
the filtering of low-quality topics seems to have a minor impact on the number
of RDF datasets for which LODCat is applicable.

5 Conclusion

Within this paper, we presented LODCat—an approach to support the explo-
ration of the DataWeb based on human-interpretable topics. With this approach,
we ease the identification of RDF datasets that might be interesting to a user
since they neither have to go through all available datasets nor do they need to
read through the single RDF triples of a dataset. Instead, LODCat provides
the user with human-interpretable topics that are automatically derived from
a reference corpus and give the user an impression of a dataset’s content. Our
evaluation showed that LODCat was able to assign topics to 90% of a large,
real-world set of datasets. The results of our questionnaire showed that humans
agree with the topics that LODCat assigned to these RDF datasets. At the
same time, our approach does neither need metadata of a dataset nor does it
rely on manually created tags or classification systems. However, it can be easily
combined with existing explorative search engines or integrated into dataset por-
tals. Our future work includes the application of other topic modeling inference
algorithms to create a hierarchy of topics.
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