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Abstract—Besides the challenge that a human can ask one
question in many different ways, a key aspect in Question
Answering approaches over Knowledge Graphs (KGQA) is
to deal with the vast amount of information present in the
knowledge graphs. Modern real-world knowledge graphs contain
nearly millions of entities and relationships. Additionally, they
are enriched with new facts every day. However, not all facts
are relevant for answering particular questions, thus fostering
several challenges to KGQA systems, which require interpretable
and query-able data. One solution to filtering the extra data in
knowledge graphs is to rely on graph summarization techniques.
Graph-based summarization approaches aim to resize knowledge
graphs to be more concise and precise by storing only relevant
information. In this paper, we propose a framework named
LAUREN that applies different summarization techniques on
knowledge graphs to be used in KGQA systems. Our experiments
show that LAUREN summarizes large knowledge graphs such as
DBpedia by 2 million entities and its summarization still achieves
the same performance on both question answering and linking
tasks compared to the complete DBpedia.

I. INTRODUCTION

Question Answering over Knowledge Graphs (KGQA) have
recently achieved outstanding progress, catalysed by the re-
lease of different Neural Network (NN) architectures. De-
spite these notable advancements, a key aspect in Question
Answering (QA) based on Knowledge Graphs (KGs) is to
deal with the vast amount of information present in the KGs.
Modern real-world knowledge graphs contain nearly millions
of entities and are enriched with new facts every day. However,
not all facts are relevant for answering particular questions,
thus fostering several challenges to KGQA systems, which
require interpretable and query-able data as well as time-
efficient and accurate answers.

State of the art KGQA-systems rely on large KGs such
as DBpedia, which contain millions of entities and relations.
Considering that KGQA-systems process the data contained
in these KGs to gather the correct answer for given questions,
reducing the amount of unnecessary triples, i.e, out-of-domain
data, may play a crucial role in improving the performance
of these systems with respect to the processing speed and
hardware requirements. Furthermore, the reduction of extra

data may improve the performance of triple stores used in
QA-Systems that are based on semantic parsing. To the best
of our knowledge, no previous work investigated the direct
impact of resizing KG data to be applied on QA task. Thus,
we study graph summarization techniques to filtering extra
data in KGs. Graph-based summarization approaches aim to
resize knowledge graphs to be more concise and precise by
storing only relevant information.

In this paper, we propose a framework named LAUREN that
implements existing graph summarization approaches, HITS
and SALSA, along with filtering techniques and study their
impact on KGQA systems. With this aim, we apply LAUREN
on the English DBpedia KG. We hence evaluate and compare
two reduced variations of DBpedia, one based on HITS and
another based on SALSA with the original English DBpedia.
The evaluation is carried out on the tasks of QA and Entity
Linking (EL) along with Relation Linking (RL) which are
QA-sub-tasks.

The main contributions of this paper can be summarized as
follows:
• We present a knowledge graph summarization frame-

work, named LAUREN, focused on QA task.
• LAUREN summarizes large knowledge graphs such as

DBpedia by 2 million entities, which corresponds to 50%
size-reduction, and its summarization still achieves a sim-
ilar performance on both question answering and linking
tasks compared to the complete DBpedia Knowledge
Graph.

• We studied the integration of summarized graphs in
EL and QA Frameworks such as MAG, FALCON, and
QANARY.

• Our results show, that the components based on the
summarized graphs achieve the same results as the com-
ponents based on the original graphs, by an improvement
of the processing speed.

The version of LAUREN used in this paper and also all
experimental data are publicly available1.

1https://github.com/dice-group/LAUREN

https://github.com/dice-group/LAUREN


II. RELATED WORK

The use of large encyclopedic graphs for knowledge repre-
sentation and reasoning comes with its own set of limitations.
For one, it is a time and resource-intensive task to process
billions of entities to answer a single query. Secondly, they
require considerable storage space. As graphs are increasingly
becoming the preferred choice for data representation and
storage, graph summarization and compression techniques
play a vital role in low-resource application scenarios. While
graph summarization techniques aggregate nodes having simi-
lar structural characteristics to represent a graph with reduced
RAM requirements, graph compression techniques leverage
various encoding techniques to reduce their storage space on
the disk. Here we briefly summarize the existing techniques
for static graph summarization and how they have been applied
to knowledge graphs so far.
Most of the graph summarization techniques found in the
literature majorly rely on at least one of the following methods:
grouping or aggregation [1], bit compression [2], [1], simplifi-
cation or sparsification [3], [4]. In grouping-based approaches,
nodes are recursively aggregated into supernodes based-on
either structure or other application dependent properties.
Some studies also utilize clustering techniques and map the
resulting dense clusters to supernodes. Bit-compression based
techniques, on the other hand, use summaries to minimize
the number of bits needed to describe an input graph, while
simplification-based approaches for graph summarization sim-
ply remove the less important nodes/edges from the input
graph based on a pre-dominant criteria. A further in-depth
account on each of these techniques can be found in the survey
by Y. Liu et al [5].
Orthogonal to the above approaches, GLIMPSE - a personal-
ized knowledge graph summarization framework [6] employs
graph sampling to preserve graph-specific properties in KG
samples while using past user queries as seeds to infer other
entities and relations of potential interest to the user. Other
related studies revolve either around entity-summarization or
fact-contextualization, wherein an entity or a fact from the
KG is given as an input and the output is a selection of facts
describing the entity or the fact from the underlying knowledge
base. In contrast, we follow a simplification-based approach to
summarize the entire knowledge graph - independent of any
given query or entity. In the subsequent sections, we elaborate
our approach. To the best of our knowledge, no previous work
investigated the impact of graph summarization on a large KG
for KGQA.

III. THE FRAMEWORK

The intuition behind LAUREN is that important entities are
linked by a lot of nodes while irrelevant entities have just a
small set of incoming links. Thus, we utilize the concept of
Hubs and Authorities to identify entities that are essential in
a KG. Additionally, not all links in a graph carry the same
weightage, since nodes that have links to several authorities,
are more important in a graph, than the nodes that have just
a few outgoing links. These nodes are called Hubs. Figure

1 shows the basic steps of LAUREN. For a KG, LAUREN
first computes the Hub (h) and Authority (a) scores. With
the computed scores, we calculate the mean authority score
t, which is used as a threshold for filtering entities. In the
last step all nodes in the graph, which are below the threshold
are filtered. The threshold is the mean value of Authoritative
scores. The remaining nodes define the summarized KG. A

Knowledge Graph

Authority and Hub score
computation

Mean Authority score
computation

Entity filtering

Summarized KG

Fig. 1: Graph Summarization methodology

scalable and precise algorithm is essential to calculate the Hub
and Authority scores. Thus, LAUREN relies on two popular
algorithms from the literature, which are described in the
following sections.

A. HITS

The Hyperlink-Induced Topic Search (HITS) algorithm [7]
works by assigning Hub- and Authority-scores to each node.

The Authority score ap for the node p is calculated with
Formula 1.

ap ←−
∑

q:(q,p)∈E

hq (1)

Where hq is the Hub-score for node q, where there is an
directed edge from node q to the node p in the Graph E.
Analogously the Hub weight hp for a node p is calculated
with Formula 2.

hp ←−
∑

q:(q,p)∈E

aq (2)

Where aq is the Authority-weight for node q, which is linked
by node p [7]. For calculating the weights for the whole graph,
an iterative algorithm is used, which updates the Hub- and
Authority-weights simultaneously until convergence [7].

B. SALSA

The SALSA algorithm is a stochastic approach for cal-
culating Hub- and Authority-scores based on random walks.
Based on a site collection C, a bipartite undirected graph
G = (Vh, Va, E) is built:



• Vh = sh|s ∈ C and out− degree(s) > 0
(the hub side of G)

• Va = sa|s ∈ C and in− degree(s) > 0
(the authority side of G)

• E = (sh, ra)|s −→ r in C.

Each node s ∈ C is represented by two nodes sh and sa
and each link s −→ r is represented by an undirected edge
connecting sh and sa.[8] Based on the bipartite graph, two
distinct random walks are performed, where each step consists
of traversing two edges of the Graph. Thus, the random walks
will only visit one side of G. Each random walk starts off
from a different side of the Graph. The outcome of the random
walks are two different Markov chains. The Markov chain that
visits the authority side of G defines the authority matrix A:

ai,j =
∑

k|(kh,ia),(kh,ja)∈G

1

deg(ia)
× 1

deg(kh)

and the Markov chain that visits the Hub side of the Graph
defines the Hub matrix H:

hi,j =
∑

k|(ih,ka),(jh,ka)∈G

1

deg(ih)
× 1

deg(ka)

A positive transition probability ai,j > 0 implies that a
certain page points to both pages i and j,and hence page j
is reachable from page i by two steps retracting along the
link h −→ i and then following the link h −→ j [8]. Based
on the authority Matrix a unique real positive eigenvalue
µ(A) can be calculated. The corresponding unit eigenvector
which corresponds to µ(A) whose first non-zero coordinate
is positive is called the principal eigenvector (vµ(A)) of the
Authority Matrix. For more details, see R. Lempel and S.
Moran [8]. The values of vµ(A) are the Authority-scores for the
nodes of the Graph G. The size of the resulting summarized
graphs have been reported in Table I.

TABLE I: KG-size after applying Summarization Techniques

Knowledge Graph Summarized Nodes Total Nodes

ORIGINAL-DBpedia – 3,116,745
HITS-DBpedia 1,235,850 1,880,895
SALSA-DBpedia 1,027,786 2,088,959

IV. EVALUATION ON QA-SUBTASKS

In this section, we investigate the performance of LAUREN
on EL and RL, which are both important QA-Subtasks for
many QA-Systems. Our evaluation utilizes the fair evaluation
Framework GERBIL [9] to measure the performance on all
tasks. For all experiments we used DBpedia [10] as reference
KG2.

2https://wiki.dbpedia.org/downloads-2016-10

A. Evaluation on EL

One important subtask for Question Answering is EL, also
known as Named Entity Disambiguation (NED). The goal
of an EL approach is: Given a piece of text, a reference
knowledge graph K and a set of entity mentions in that text,
map each entity mention to the corresponding resource in
K. The entity mentions are generated in a previous entity
recognition step (NER). In contrast to NER, EL depends
highly on underlying KBs. Thus, in our first evaluation step,
we integrated the summarized graphs in the EL framework
MAG [11]. MAG consists of two basic steps: (1) candidate
generation and (2) disambiguation. For both steps, the basic
data structure is an inverted index named Triple-index, which
contains all the triples of a KG. For the candidate generation,
the Triple-index is queried with the labels of the named entities
of the input text. The output of this step is a set of candidate
URIs for each of the given entities. These candidates represent
the nodes of a local graph. For the disambiguation step,
edges and more related nodes are extracted from the Triple-
index and added in the local graph. Afterwards, the HITS
algorithm is applied to identify the best node for each of the
candidate entities. To integrate the summarized graphs into the
framework, we generated two new Triple-indexes, one for each
of the summarized graphs. The rest of the framework needs no
further adjustments. For each of the Triple-indexes, we set up
one MAG-instance. To compare the performance of LAUREN,
on EL, we evaluated the performance of the two instances
on the fair evaluation framework GERBIL. Furthermore, we
compared the results with the performance of the original
system with uncompressed graph. We tested each system on
the six different EL benchmarks, presented in Table II.

TABLE II: EL datasets statistics

Dataset Topic Documents Entities

ACE2004 [12] news 57 253
AQUAINT [13] news 50 747
DBpediaSpotlight [14] news 58 330
MSNBC [15] news 20 747
N3-RSS-500 [16] mixed 500 1000
N3-Reuters-128 [16] news 128 880

Results The results on the EL benchmarks presented in
Table III show, that the systems that apply the summa-
rized Graphs achieve comparable performance on each of
the six Benchmark-datasets. The difference between SALSA
and HITS is relatively small w.r.t F-measure, Precision and
Recall. Moreover, the average answer time was better for the
summarized Graphs compared to the original one. The reason
for that is, the index sizes for the summarized Triple-indexes
are smaller than the size of the original Triple-index.

B. Evaluation on RL

Another very important subtask for Question Answering is
RL. The goal of an RL approach is as follows: Given a piece
of text, a reference knowledge graph K and a set of mentions
in that text, map mentions which are identified as predicates

https://wiki.dbpedia.org/downloads-2016-10


TABLE III: Results of MAG for multiple EL Data sets on the original and the summarized graphs.

Graph Dataset Precision Recall F-Measure Avg. Time (milliseconds)

ORIGINAL-DBpedia ACE2004 0.74 0.74 0.74 878.81
ORIGINAL-DBpedia AQUAINT 0.67 0.67 0.67 1,064.24
ORIGINAL-DBpedia DBpediaSpotlight 0.67 0.68 0.67 889.18
ORIGINAL-DBpedia MSNBC 0.72 0.72 0.72 2,133.79
ORIGINAL-DBpedia N3-RSS-500 0.69 0.69 0.69 141.39
ORIGINAL-DBpedia N3-Reuters-128 0.71 0.71 0.71 252.01

HITS-DBpedia ACE2004 0.73 0.73 0.73 770.00
HITS-DBpedia AQUAINT 0.66 0.66 0.66 906.84
HITS-DBpedia DBpediaSpotlight 0.67 0.68 0.67 783.37
HITS-DBpedia MSNBC 0.71 0.71 0.70 1,758.26
HITS-DBpedia N3-RSS-500 0.69 0.69 0.69 137.67
HITS-DBpedia N3-Reuters-128 0.70 0.70 0.70 230.33

SALSA-DBpedia ACE2004 0.73 0.73 0.73 740.38
SALSA-DBpedia AQUAINT 0.66 0.66 0.66 966.24
SALSA-DBpedia DBpediaSpotlight 0.68 0.68 0.68 739.09
SALSA-DBpedia MSNBC 0.72 0.72 0.71 1,867.00
SALSA-DBpedia N3-RSS-500 0.70 0.70 0.70 127.86
SALSA-DBpedia N3-Reuters-128 0.70 0.70 0.70 228.82

among other entity mentions to the corresponding relation re-
source in K. We evaluated the performance of the compressed
graphs on the EL and RL approach, FALCON [17].

For RL, FALCON uses the DBpedia Knowledge Graph to
check whether the identified entities and candidate relations
exist in the KG as triples. If a triple is found, the candidate
relation is returned as the answer. We used two different
settings for evaluation with FALCON. In the first setting,
we used FALCON as it is and just changed the DBpedia
endpoints to refer to the original graph and the compressed
HITS and SALSA graphs. The results for this experiment
are reported in Table IV. In the second setting, we replaced
the EL component of FALCON with MAG and compared
the results with different DBpedia endpoints, as stated above.
We tested each setting on the QALD-8[18](50 questions)
and the QALD-9[19](413 questions) datasets using GERBIL.
Although QALD-8 and QALD-9 are datasets designed for QA,
GERBIL is capable of measuring related approaches on RL.
The results, are presented in Table IV.

Results Table IV shows that, for the original FALCON
approach, the results on the QALD-8 dataset are the same
for the summarized graphs as for the original DBpedia graph.
Furthermore, the average time for a document decreased
especially for the HITS-summarized graph. For QALD-9, the
HITS-summarization algorithm improves the performance of
the FALCON system, while summarization with the SALSA
algorithm is a little lower compared to the original system. The
reason for that might be, SALSA is more restrictive regarding
the identification of Hubs and Authorities, so some rare entities
that are used in QALD-9 queries are removed from the KB by
filtering the entities based on the Authority-scores generated
by the SALSA algorithm. Interestingly, the combination of
MAG and FALCON decreased the performance of RL in
FALCON, while for the EL task, the combined instances show
the same results as the original approach. The reason for that
lies in the incompatibilities of the implementations of the

two systems. The entity and relation linking in FALCON are
intertwined and hence, isolating the entity linking component
results in a decreased performance. We plan to exploit how to
cope with the communication issue in future research as well
as handle domain-specific rare entities which are important for
QA.

V. EVALUATION ON QUESTION ANSWERING

In this section, we describe our evaluation with our sum-
marized graphs on Question Answering systems. Question
Answering is the task of answering natural language questions,
such as Who is the president of the United States of America?
by querying a structured database, in the case of KGQA, the
queries are over a KG. For our evaluation, we tested our
summarized graphs on the two KBQA-Systems: QANARY
and TeBaQA.

QANARY[20] consists of a pipeline, which enables the
integration of different QA-Components in a QA System.
This makes it easy to compare different QA-Components.
For testing our compressed graphs, we integrated our MAG
instances for the EL subtask in the QANARY-pipeline. Thus,
we created three QANARY instances, one for each MAG
instance and generated the results on the QALD-8[18](50
questions) and the QALD-9[19](413 questions) data sets with
the QA-Benchmarking System GERBIL-QA[21].

Additionally, we tested the two summarized graphs on the
Question Answering System, TeBaQA. TeBaQA is a system
which is based on learning SPARQL templates from past
benchmark challenges and filling them subsequently [19].
TeBaQA uses a joint approach for EL and RL based on a
KG. Comparable to MAG and Falcon, it uses an inverted
index for candidate generation on entities and relations and
fills triple Templates based on the connection between entities
in the KG.3 For the evaluation, we created three instances of

3The implementation can be derived from https://github.com/dice-group/
TeBaQA

https://github.com/dice-group/TeBaQA
https://github.com/dice-group/TeBaQA


TABLE IV: Results of Relation and EL with FALCON on multiple QA datasets with original and summarized graphs. In all
the settings, FALCON was used as the Relation Linking component. The Average Time is in milliseconds.

Graph Dataset Entity Linking (EL) EL-Precision EL-Recall EL-F-Measure RL-Precision RL-Recall RL-F-Measure Avg. Time

Original-DBpedia QALD8 FALCON 0.95 0.95 0.95 0.24 0.34 0.28 387.47
QALD8 MAG-Orig 0.95 0.95 0.95 0.06 0.07 0.06 84.68
QALD8 MAG-HITS 0.95 0.95 0.95 0.06 0.07 0.06 81.07
QALD8 MAG-SALSA 0.95 0.95 0.95 0.06 0.07 0.06 241.60

Original-DBpedia QALD9 FALCON 0.76 0.79 0.77 0.50 0.51 0.50 2,861.39
QALD9 MAG-Orig 0.74 0.73 0.73 0.39 0.37 0.38 324.00
QALD9 MAG-HITS 0.72 0.71 0.72 0.39 0.37 0.38 536.09
QALD9 MAG-SALSA 0.72 0.71 0.72 0.39 0.37 0.38 543.50

HITS-DBpedia QALD8 FALCON 0.95 0.95 0.95 0.25 0.34 0.29 198.18
QALD8 MAG-Orig 0.95 0.95 0.95 0.04 0.05 0.04 284.36
QALD8 MAG-HITS 0.95 0.95 0.95 0.04 0.05 0.04 213.54
QALD8 MAG-SALSA 0.95 0.95 0.95 0.04 0.05 0.04 223.19

HITS-DBpedia QALD9 FALCON 0.74 0.77 0.75 0.45 0.62 0.52 1,321.50
QALD9 MAG-Orig 0.74 0.73 0.73 0.37 0.36 0.37 665.55
QALD9 MAG-HITS 0.72 0.71 0.72 0.37 0.36 0.37 727.92
QALD9 MAG-SALSA 0.72 0.71 0.72 0.37 0.36 0.37 594.91

SALSA-DBpedia QALD8 FALCON 0.95 0.95 0.95 0.25 0.34 0.29 331.33
QALD8 MAG-Orig 0.95 0.95 0.95 0.04 0.05 0.04 129.15
QALD8 MAG-HITS 0.95 0.95 0.95 0.04 0.05 0.04 325.52
QALD8 MAG-SALSA 0.95 0.95 0.95 0.04 0.05 0.04 319.53

SALSA-DBpedia QALD9 FALCON 0.74 0.77 0.75 0.45 0.46 0.46 2,526.58
QALD9 MAG-Orig 0.74 0.73 0.73 0.37 0.36 0.37 530.46
QALD9 MAG-HITS 0.72 0.71 0.72 0.37 0.36 0.37 838.74
QALD9 MAG-SALSA 0.72 0.71 0.72 0.37 0.36 0.37 612.63

TeBaQA. One for each summarized Graph and one for the
original KB.

Results On the two test datasets, the three instances based
on QANARY achieved the same results w.r.t. Recall, Precision
and QALD-F-Measure. The average time is nearly the same
for all datasets. Moreover, on the larger QALD-9 dataset,
QANARY takes lesser time with the summarized graphs. For
the TeBaQA system, the influence of the summarization is
much larger compared to QANARY. Especially on QALD-
9, the overall performance of TeBaQA is 20% lesser with
the HITS-Graph and 5% lesser with Salsa-Graph. However,
the average time decreased significantly for both of the sum-
marized Graphs. The results can be derived from table V.
The reason for different influence of the summarization on
TeBaQA and QANARY is, that TeBaQA uses information
of the KB not only in the EL-step, but also for RL and for
Query Generation. QANARY only uses the KB in the EL step.
The results show that, summarization techniques support the
performance of QA-Systems with regard to time efficiency and
hardware requirements. In our experiments, the performance
of the tested QA-Systems decreased only for TeBaQA on the
QALD-9 datset, for all other experiments the performance
with the summarized Graphs is comparable or equal as for
the orignal version of the graphs. We plan to investigate this
in further research.

VI. CONCLUSION

Our results show that with knowledge graph summariza-
tion, we not only achieve comparable results but also an

improvement in the processing time of the queries. Across
all evaluation tasks, the compressed SALSA graph almost
consistently outperformed the HITS and the original graph in
terms of processing time. In our future work, we plan to further
evaluate the performance of these graphs on QA tasks in low-
resource environments, such as cellphones, wherein efficient
handling of hardware limitations would play an important role.
Moreover, we plan to implement more graph summarization
techniques as well as exploit other large KGs such as Wikidata
and YAGO.
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